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Abstract

The quantum-mechanical energy splitting for a ground state hydrogen
molecular ion has been computed as the complex-valued mean first-passage
time across the potential barrier between two wells, by separating the
Schrodinger equation using spheroidal coordinates and applying a subsequent
transformation so as to obtain three one-dimensional Hermitian operator
equations. One of these operators describes a particle oscillating between
two wells separated by a potential barrier. The splitting is then calculated
as the energy difference between the symmetry-adapted wavefunctions and a
reference state whose probability density is concentrated on one side of the
barrier. The eigenfunctions are calculated as the solutions of a Volterra integral
equation, where the energy difference is the eigenvalue.

PACS numbers: 31.15.—p, 02.30.Rz, 03.65.—w, 05.40.—a

1. Introduction

The quantum-mechanical exchange energies in a bistable potential have recently been
calculated by us [1] by computing the complex-valued mean first-passage time across the
potential barrier from a transient state, endowed with Smoluchowski boundary conditions [2],
whose probability density is concentrated on one side of the barrier. An integral equation was
derived, whose first iterate gives an approximate solution valid in the asymptotic region of
large R.

In the present work, we apply this approach to the evaluation of the exchange energy
splitting for the H,* molecular ion after separating the eigenvalue equation by a coordinate
transformation yielding two independent Hermitian Schrédinger equations. These equations
are solved by a perturbative expansion assuming as unperturbed function a suitable solution of
the polarization equations in spheroidal coordinates. Since this solution is not known in closed
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analytical form, we use for it a second-order expansion in the nuclear potential perturbation.
The first-mentioned perturbative expansion allows us to obtain an order-by-order evaluation of
the energy splitting in terms of an integral equation explicating the resolvent of the Schrodinger
operator. The first perturbation order is valid in the asymptotic region of large R, where it leads
the mean first-passage time expression as the first iterative solution of the integral equation
considered in our previous work. The first exponentially decreasing term of the energy splitting
obtained with the two leading coefficients of the asymptotic series in 1/R is seen to coincide
with the results obtained previously by different authors [3—5] by partitioning the coordinate
space into different regions.

The paper is organized as follows. Sections 2 and 3 contain the Schrodinger equation in
spheroidal coordinates which is subsequently separated into two equations, which, by a second
coordinate transformation using hyperbolic functions, are reduced to Hermitian form [6].
This coordinate transformation is similar, but not identical, to that used in [7] in a similar
context.

The two Schrdodinger equations in Hermitian form are then used to derive evolution
equations for transition density matrix elements. By appropriate linear combination of these
equations the diffusion equations and the current operator in three-dimensional Euclidean
space are reconstructed, entirely expressed in spheroidal coordinates.

In section 4, the perturbative scheme is set up in order to obtain the complete polarization
function. The various perturbation orders of the logarithm of the wavefunction (the action)
are distinguished by a perturbation parameter A. The unperturbed wavefunction (wf) is
hydrogenic, and the perturbation is the electric potential of the proton.

In section 5, the values of the constants £, and A, are determined through first order from
the boundary conditions which are imposed on the wf as a function of £ and 7.

In section 6, we show the relationship between the first-order correction to the action and
the first-order correction to the polarization wf as calculated by various authors [8—12]. The
boundary conditions on the polarization wf as a function of the coordinate 1 can be chosen
freely in the present method, so the way they are chosen is in order to make subsequent
calculations easier. The same procedure is applied to second-order corrections to the action
which are calculated fully to leading order in 1/R.

Section 7 is the key to the paper. It is shown there how the wf endowed with the desired
boundary conditions can be constructed by a Volterra-type integral equation where the full
polarization function enters into the kernel. The eigenvalue of the integral equation is precisely
the energy shift, to be determined by boundary conditions. The advantages of this approach
are evident. The boundary conditions on the polarization function are to some extent arbitrary.
Its logarithm, or the action, does not need to be determined within exponential precision (to
leading order) and moreover there is no need to vary the indices of special functions in order
to obtain the matching at the frontier between separate regions of the coordinate space. The
variation is operated directly on the eigenvalue, and the varied eigenfunction is obtained by
quadratures.

A systematic procedure [13] is given so as to solve the integral equation in powers of a
perturbation parameter 1, which is associated with the exponentially decreasing factor, not
analytic in 1/R (see appendix A). Only the first iterate is considered in this work, although
the interest in higher-order terms has been pointed out in more recent developments [5]. This
procedure of solution contains the iterative method of solution of the integral equation as a
particular case [14].

Section 8 yields the values of the separation constant and of the energy for the symmetric
and antisymmetric eigenstates of the Schrodinger operator of the hydrogen molecular ion,
up to the first exponentially decreasing term. The separation constant is obtained from the



Exchange energy splitting for ground state Hy* from fluctuation theory 5655

boundedness condition for the £-component of the wf, while the energy depends, as usual, on
the boundary conditions, which involve here the n-coordinate.

Appendix B shows that the energy difference between the reference state and the
symmetrized state is additive, in the sense that the result is independent of the assumed
reference state.

2. Dynamical equations

The equation of motion for a quantum-mechanical wf W(x, y, z) of an electron in the static
electric potential field of two protons separated by a distance R is the following [6]:

(1 , 11 > oW
|\ =Vt —+— ) V(x,y,2) =1— (2.1)
2 r r ot
where V2 is the Laplacian operator, and r; and r, are the distances between the electron and
the two fixed centres of attraction, x, y, z the Cartesian coordinates, i the imaginary unit and
t the time. Atomic units® are used throughout this paper, so that e (elementary charge) = m
(electronic mass) = & (Planck constant) = 4w e, (vacuum permittivity) = 1.

Now itis convenient to separate this problem into three coupled one-dimensional equations
by introducing, as usual, a system of spheroidal coordinates

ry+nr rp —r
£ = n=
R R 29
¢ = rotation angle around the axis joining the nuclei, measured from an arbitrary 2.2)
reference plane.
There follows [3, 4, 6, 9, 15, 16]
) 4 9 a 9 9 1 a2
Ve—— | —E-D—+—U—pH— |+ —. 2.3
R2E — 1) [8& S TR TR )377} RE-na-mag Y

By (2.2) and (2.3), equation (2.1) can be transformed so as to yield two separate equations in
the variables & and 7, respectively:

4 (52—1)d—X +<E—RZ§2+2R$+A—A—2)X($)—O (2.4)

de de 2 £2—1 - ’

i[(l— Z)d—Y}—(E—Wum A )Y()—o @.4)

dn 7 dn 2 1 —n? = ’
where it is assumed that

WE @1 =XEYmetre . (2.5)

A is a separation constant which depends upon the constants of the motion A (axial angular
momentum) and £ (energy), and a third constant of the motion. In practice, for given E and
A, A plays the role of an eigenvalue common to both operators (2.4) and (2.4) (with opposite
signs). Consequently, it must be determined from the condition that both functions X(§) and
Y(n) satisty the required boundary conditions of the problem.

3 Energies are given in hartree (E, = e*(4megap)~! = 4.359748 x 1078 J) provided lengths are in bohr (ap =
4 egh®(me®)~' =5.291772 x 10~ m).
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3. Diffusion equations

The eigenvalue equations (2.4), (2.4") can be transformed into a couple of eigenvalue equations
for Hermitian operators upon multiplication by £2 — 1 and 1 — 52, respectively, provided the
functions X (&) and Y(n) statisfy suitable conditions on the boundaries.

By the variable transformation

& =tanh f n =tanhg (3.1
equations (2.4), (2.4’) assume the more familiar form

X <ER2 sinh?> f  2Rsinh f A

F + A2> X (tanh f) (3.2)

— + +

df? 2 cosh* f  cosh® f  cosh?

¥ <E Risi'e A, A2) Y (tanh g) (3.2)
— = anh g). .
dg? 2 cosh*g cosh’g &

Variable fis defined by
1+§&
1-£
so that f is complex in the whole range of variation of &, with constant imaginary part
i(n+3)m, n=0,%1,+£2, etc. Variable g is obviously real, since —1 < 7 < 1.

Now we put A = 0 and consider two solutions of each equation (3.2), (3.2'), which
we label by the indices 0 and 1. Multiplying the equations labelled with index O by X;, Y,
respectively, and the equations labelled with index 1 by X, Yy, and subtracting, one obtains
after some manipulations

1
f =tanh™'¢ = 3 In 1 <& <400 (3.3)

d? d _ dx R? sinh? A — A
X Xo =2 X, =2 + [(E] _Ey 4f — 0} X, (tanh £)Xo(tanh f)
df df ~df 2 cosh® f  cosh” f
(3.4)
¢ vy 2deY0+[(E E)stmhzg AI_AO}Y(t hg)Yo(tanhg). (3.4
= LZ— —_— — —_— an an . .
dg2 '? dg "d : ) cosh*g  cosh®g ! &% &

These are equations of diffusion type in the variables f and g separately. From them it is
possible to reconstruct the three-dimensional diffusion-like equation in the Euclidean space
(x,y, z), thereby obtaining

2 , , 9% , 0?
5 5 cosh” f—= — cosh” g —
R2(tanh® f — tanh” g) af 0g
x Xi(tanh )Y, (tanh g) X (tanh f)Yy(tanh g)
2 , 0 0lnX; , 00y
= 5 5 cosh” f— —cosh" g———
R%(tanh” f — tanh” g) of of dg 0g
+E; — E0:| X (tanh f)Y;(tanh g) Xy (tanh f)Yy(tanh g). 3.5)
Converting back to variables &, 7, ¢, it can be recognized that equation (3.5) is equivalent to
1 2 ad alnXx2 9 dlnY}
—il=vto — = _(52_1)g+_(1_,72)&
2 R*(&> —n*) \ 0§ & an
+E, —Eo] X1(&)Y1(mXo(§)Yo(n) =0 (3.5)

where use has been made of equation (2.3) with A} = Ay = 0.
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Equation (3.5") can be identified with the equation of motion for the elements of the
density matrix of the system [1, 2] (actually, an off-diagonal matrix element). Consequently,
the second term in the left-hand side (lhs) of this equation represents the divergence of the
current expressed in spheroidal coordinates, and the equation can be interpreted as an equation
for a probability density distribution for a hypothetical, or virtual, diffusion process [2, 17, 18].

4. Perturbative equations and their solutions through first order

We attempt now to solve equations (2.4), (2.4") or (3.2), (3.2") by perturbation theory (p.t.)
choosing as zero order solutions the hydrogenic wavefunctions*

X () = exp (19 (§)) = exp (i\/ EV /2 gR) 4.1
YO o) = exp (1" () = exp (iVED [21R) .1
which satisfy the zero-order hydrogenic equations in a one-centre potential [15]:
a?x© 1 R? R sinh
L [_ Tpo K /oo Rsmh/ } X (tanh £) 4.2)
df 2 cosh” f cosh” f
a?y©® 1 R? R sinh
< = [_ SEO — _iyhp0 8 } Y (tanh g). 4.2
dg 2 cosh® g cosh’ g

We take as perturbation the difference between the actual two-centre potential and the one-
centre hydrogenic potential, multiplied by A which is the order parameter. Therefore, this
perturbation is an analytic function of 1/R modulated by the charge of the second centre.
Then we write’, leaving the proportionality constant unspecified

X&) ocexp {ipl” (&) + Aipl" (&) + A%ipP (&) + - - -} 4.3)

Ye(n) ocexp {iy? (n) + Ay () + 2%y P () + - -} 4.3
and, in the same way

E,=E9 +)1EP + P EP + ... (4.4)

Ae = AL +2AD + 2240 + .. (4.5)

X&) ocexpligP &) + -+ 1 ig) ()} (4.6)

Y9 () ocexp {iv @) + -+ A iy ()} (4.6))

where A is a perturbation parameter, whose value will be put equal to 1, and j is a positive
integer. The values of E{” and A"’ may be calculated according to [15] which yields
EO=_1  A®— _1pOg @.7)

This value can also be obtained from equations (2.4), (2.4") and using (4.1), (4.1) in the
hydrogenic Schrodinger equation in spheroidal coordinates:

dlnXx© 1
—[2§ r;g : ] = EEC(O)R2 +R+AD (4.8)
&=1

4 The subscript ‘e’ denotes a reference state representing an equilibrium density.
5 We recall that all ¢’s and v’s are complex functions, so that it is convenient to use i¢’s and i’s as a whole to
denote real functions. For this reason we do not factorize the imaginary unit.
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dlny©®
_ [2,7 n¥
dn
Now we substitute into equations (3.2), (3.2), thus obtaining, to first order in A (with A = 1)

2y (1 2
a?xh _ |:(E(0) +AE(1)) 2 sinh f /—ZE(O)(A Rsmhf

1
} = EEC(O)RZ —R+AD. (4.8)
-

df? 2 cosh4 cosh3f

(AL +2A0) sinh f | 2
+———— 2+ 22R——— | X{"(tanh f) + O(1?) 4.9)
cosh” f cosh’ f

2 (1) :
d7y, (E(O) +AE(])) R? smh4g m(x Rsm?g
dg? 2 cosh® g cosh’ g
A® +3AL
+(’~‘726) YV (tanh g) + O(A?). 4.9)
cosh” g

Evaluating derivatives to first order in A, using the zero-order equations (4.2), (4.2)

and dividing by exp {ig{"}, exp {iy{"}, multiplying by exp {igV ()}, exp {ivV(g)}.
respectively, leads to the result

dp o m } ) [ ED , sinh? f AD
[ a2 OpD |exp (200 (N) = | FEDR G

=G, sinh f o
+ (2 +iV2ES ) R f} exp {2i0 ()} (4.10)

1 ,sinh’g A

dq(l)
i—— —2¢)q" (o) |exp 2iy " (9)} = | EPR —
[ T (2" (2) | exp {21y (g)} R e codils
inh
+iv 2E§0)Rm—f} exp {21y (g)) (4.10))
cosh’ g
d ) ) d )
pél) ¢ e(.1) I/f 4.11)
df dg -

Returning to variables &, 1, the solutions to the equations above are

. . . 2 +ivV2E{ 1 R 1
il (&) = ip{" () exp (iV2ELR( — ) - [7 5 3k ( 57 T 50

2
1 AD 2+ V2E®
- - ) e exp v EOR(1 — )
W2EQOEPR)  iV2ED R 2E( R
1 o ( &R £ AD
Tk 7 T ©
2 ivV2E®  E. n/zEgo ESR «/ EOR
2+iV2EQ  2+ivV2ED
iV2EO 2EOR

. . R 1
g’ () = ig{" (~1) exp (<iV2EO R+ ) + [ 3 ( 2ED | ED
€

1 A -1 S ©
) i@Eng) T iv2EoR] T (-iV2E0RA +m)

(4.12)
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2 1 _
+1E(])( T]R +L_;>+n+g (412/)
2°° \iW2e®  E®  iW2EOEOR iW2EOR

5. Constant evaluation for the £-equation

Equations (4.12), (4.12") depend upon the four unspecified constants E(, A(D, p{V(1),
g{V(=1). Now E( is easily determined by ordinary Rayleigh-Schrodinger (RS) perturbation
theory [9] with the appropriate boundary conditions®, which do not need to be fulfilled here at
all orders. We find easily

+
R & —n* RE —n)
x XV @E YD () +003). (5.1)
Multiplying now both members of this equation on the left by X{V (&) YV (), and integrating
both members of the resulting equation over all space there results, upon expansion of the
wfs through first order in A, the familiar expansion of the energy functional in powers of the
perturbation parameter from which follows [9]

1 1 _
Eé”:—;+<l+ﬁ)e 2R. (52)

This procedure can be generalized to all perturbation orders.
Equation (4.12) is considered multiplied by exp {iv 2EV¢ } Then we assume

1 ivV2EQ & — 2
EVZXS)(S)YE(”(n)z|:E§°)+AE§”+(A—1)1 e S0 5

lim pél)(é)exp{i\/2Eé0)R$}=O (5.3)
dff)(l)

Wy = Pe g _g2 —0. 5.4

pe (1) de ( é)s=1 (5.4)

There follows

! 2 1 2
AD = — (2+i\/2Ee(0)> R+ 3ED (—R2 +i | R+ —(0)> 4 (2+i\/2Eg0>)
VEO " " E

4EL

R 1 1 I\ ok oo
=——+———(1+—=)e?’(R*+2R +2). (5.5)
2 R 2 R

The upper sign refers to a negative numerator under the square root, the lower sign to a negative
denominator.
From equation (5.5) it follows that

dA(M 1,
= —E(R +2R +2). (5.6)
(&

A similar relation can be deduced for any perturbative order. By writing, for n positive
integer > 1, from equations (3.2), (4.6)

dp(n)
[-_e - 2p£°)(f)pé")(f)} exp {2i0” (f)}

1
df

n—1 s .

' 1 sinh® f A
- D HPH () +5EPR + —— | exp | 2ip”
ij:jl P NP () + S EVRG | R (28D
jrk=n
5.7

6 The boundary conditions are the proper behaviour of the functions at the boundaries.



5660 M Battezzati and V Magnasco

there follows by integration

ip © exp {iV2EORE | = ip () exp [iV2ELR)

1) (n—j)
+z/ d{ ({)pe (g)exp{ /ZE(O)R{}
&
+%E§")R2/ de ;2exp{i\/2E§°>R;}+Ag">/ de exp{i\/ZEe(O)Rg“}.
1

1
(5.8)

Now, evaluating the integrals by successive integrations by parts taking the exponential as
integral factor, every p{"( f) results to be representable by a Laurent series in the variable R.
The first term on the rhs of (5.8) vanishes by assumption. The second term on the rhs is O (%)
for n = 2 and higher order with increasing » by induction, if the boundary condition (5.3) is
extended to every positive integer n. There follows

1) (n—Jj)
i (&) = Z [ a0 g (2EDRG - )]

1 o ( &R £ 1 A
+-E +—5 5 (5.9)
2 W2ED  EP  W2EOEPR «/2E(0 R

from which follows

R? 2 1
8A. = — <7 +R+ 1) (MEMN + 02 8EP + ) + ExzaEg” +0 <ﬁ> : (5.10)

It is remarkable that this result, which is deduced from the boundary condition (5.3) and
its generalizations to higher orders, is coincident with that calculated in equation (8.3) from a
condition of boundedness for X (&), which is of a different nature. In fact, neither condition is
strictly necessary for the functions to be normalizable.

6. Boundary conditions for the n-equation: comparison with the first-order
polarization function

6.1. First-order corrections

The solutions that we have found are of course related to the first-order RS polarization
function which is calculated, for instance, by Robinson [9]. Putting

i
FEm =5 (@ ®+v ) ©6.1)
multiplying equations (4.10), (4.10") by cosh® f and cosh?g, respectively, and subtracting,
there results, after dropping the exponential factor
3iph dipd 3ip™h (1>
=T 1 =) e —W2EDR [ 1 - ) - T - )
3 d& dn 9§ an
1
— —EMRYE - p?) — (2 + i\/ZEC(O)) RE +iv2E" Ry (6.2)

2
which, by equation (6.1), is manifestly identical to the first-order polarization equation given
in [9]. Now, integrating equation (4.12) under the assumptions (5.3) and (5.4) and substituting
A® from equation (5.5) and E{V from equation (5.2), we obtain

o 1 1 1 1\ e
i€ = —&+ (1 - 2 )In(1+&) + 5 ( 1+ ) e [RE+2In(1 +£)] +const  (6.3)
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where E{”) has been substitued from equation (4.7). In the same way we can obtain the
analogous expression for the action in the variable n:

iy () = %Bm[Ei{R(l +m} = Bi{R} — *Bi{—R(1 — )} — Ei{—=R}]
+2ED [Ry+2 (1 + )] — In(l — )+~ In 040
2 R 1—n
1 . . . .
= 513<1>[131{1e(1 +1)} — Ei{R} — e*REi{—R(1 — n)} — Ei{—R}]

_1,7_ 1L 1n(1—n)+l e e R[Rp+2 In(1+n)]+C?
2 R 2 R
(6.3)

where Ei(x) is the exponential integral function [19], and BV, C (" are arbitrary constants.
Equation (4.12') relates BV to the derivative of " at a fixed point. Now, on putting

BY =0 (6.4)

there results the full expression for the wavefunctions (4.6), (4.6") corrected to first order in A,
for all values of R:

X&) ocexp {_%“? (1 - e—2R>é} x (L4 ) ma =D (65)

2R

1 1 1 -2
YV () ocexp {_E(R + (1 - e2R)n} X (1=~ @ 1+ e, (6.5

Equations (6.5), (6.5') yield acceptable solutions to the first-order polarization equation (5.1)
in the region

1 <& <400 —1<n<0.

Equations (4.9), (4.9') and, consequently, the two-dimensional equation (5.1) (we recall
that A = 0), yield the multiplicative corrections to the wavefunction whose logarithm is exact
to first order in A. Upon expansion of the exponential function it may be ascertained that
these corrections, being multiplied by W(?, the hydrogenic wf, yield exactly the first-order RS
polarization function, up to an additive constant.

The second constant of integration B! is related to the derivatives of the polarization

function at some fixed point. Indeed, from equation (4.12’), putting n = —1 it follows that

vt
g (=1 = === =)

n=—1
(1 _
_ g, Al 1+1 (”R2< 1 R 1 )_1
W2EOR 2°° iW2EOR  EPR?  iW2EOEOR3
(6.6)

Equating ¢{" (—1) to zero, yields, instead of equation (6.4):
E® i 2+ivV2EQ 1 1

g — Ee +<1+ ! ) Wele | +1=—2(l+—)e_2R. (6.7)
V2EOR/) iV2ED  iWV2EOR R

= 20
With this value of B", we recover the regular solution to the first-order polarization equation,
given by Dalgarno and Lynn [8] and Robinson [9]. Neglecting overlap terms in equation (6.6)
leads to equation (6.4).
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6.2. Second-order corrections

The functions X{? (tanh f), Y% (tanh g) defined by equations (4.6), (4.6"), respectively, satisfy
the following second-order ordinary homogeneous differential equations

2x@ 2 .
ax.” _ |:(E(0) +AED +A2E(2)) R? sinh f /ZE(O)(A DR sinh f

df? 2 cosh4 cosh’ f
AO £ RAD 4240
+ e ¢ © g Sinh f X® (tanh £) +0(.3) (6.8)
cosh® f
2y () 2 .
d-v, |:(E(0) +AE(1) +A2E(2)) R? sinh* g /—E(O)(A smhg
dg? 2 cosh® g cosh3 g
L AL +AD +22A0
cosil g } Y?(tanh g) + O(A?). (6.8

Now, using equations (4.6), (4.6'), multiplied by an appropriate integrating factor, there follows
d pe .

(1555 = 2000 | exp (2102 ()

R? sinh® f . AP

2 cosh* f  cosh® f

_ [ W(f)?+EQ T :|exp (2ip” (f)) (6.9)

dg? 0 ()42 AQ)
ryey —24"(2)9?(2) | exp 21y (2))
R? smh2 A(Z)
= |¢"V(g)?+EP ——> +exp (2iy ¥ 6.9
|: ® ¢ 2 cosh*g cosh? } exp (V" (8)) - (0=

Equations (6.9) and (6.9") are easily solved by quadratures, and, after transforming again
to variables &, 7, yield

ip@ (&) exp (i\/ 2E§°>Rg> — ip@ (1) exp (i 2E§°’R>

§§_1)2 ED L(§+1)+L
e 2 \Vaeo 0

2+iv2ED R*> [
+ 2+ V2D exp (i\/ZEe(O)Rg) +EQ / dz ¢%exp (i\/ZEe(O)Rg)
ivV2ED 2

&
+A§>/ dc exp (i\/2Eé0)R§). (6.10)
1

The above expression can be easily evaluated, by repeated integration by parts, which yields an
expansion in powers of 1/R. The initial condition must be put equal to zero, as in the first-order
calculation (equation (5.4) and related comments). By making & — oo (see equation (5.3)),
Ag) is deduced. It can be recognized by a first integration by parts that

1
2 _
AL _o(R> ©.11)

since E{?’ = O (), because only the dipole moment of the hydrogen atom and the higher
moments interact with the point charge of the proton. In the same way one obtains

1 R 2+ivV2ED
iq® () exp (i@Rn) - _/ dy {2 (I)W(XZ T ﬁ
Ee i Ee
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2 .
N Eél)( N 1 /2+i /2Ee(0) .\ 1 exp (wZEéO)RX)
= (x=1) ==
2 R\ 2P ivV2E®
R? 1 1
+ 7Ee(2) / dy Xzexp (iv 2EC(O)R)() + AS) / dyx exp (iv 2EC(O)R)() .
(6.10")

The lower limits of the integrals have been left unspecified in order to avoid a divergent
denominator. Using equations (4.7), (5.2), (6.10), (6.10’) there results that

1— R? EW? RE(D
ip@ (&) = d T oo+ (2+iV2EL)

1 — x2

iW2EOR | 8 2EY
2
(2+i«/2Eéo)) i
+0O(1/R 6.12
1| R EW 1 —n?
g2 =2 | = —o =g~ 1+ (—” 2>
R | 8 EQiW2E® iV2EO \1 =1
2
(2-iV2ED) | pop  EOR(2+V2ED)
&
- +
2EY =@ 20" 2EQW2ED
=/ 0
—2(2+1 ZEC()) L oy 1 V2EORy) 40 (6.12")
2ED 11— 28 e A7 ) ©
From equations (6.12), (6.12") the second-order corrections to the action are deduced:
171 1 1
i0PEY= — | e —In(1+&) — + t+0| — 6.13
06 = - [45 n(1+8) (Hg)} const+0 ( 6.13)
iy (n) o [ (1—n)+ L |iconst+0 (2 6.13)
1 = — |- n — cons — .
e =R (g ) R2

where the constant B® has been put equal to zero, while the remaining constants have been
substituted from equations (4.7), (5.2), (6.11). The evaluation of all the corrections to O (%)
would require the calculation of third-order terms in A; consequently, we have omitted it here,
since it is beyond the scope of this work.

Inserting now equations (4.6), (4.6) there results the expression corrected to second order
of the ‘polarization’ wfs, with the particular boundary conditions being chosen as

Xg”(s)(xexp{—% <R+1—§>g—ﬁ}(1+g)‘—2/’* (6.14)

Y@ () o exp 1 R+1_L n+; L (6.14")
¢ 2 2R R(1—n))1—n

where we have equally omitted terms which are exponentially as small as e 2%, in the action.

It can be ascertained that these terms originate from the overlap contributions to the
energy. By neglecting these contributions, a special solution to the polarization equations is
constructed whose energy is given by the asymptotic series in 1/R, deprived of exponential
terms, as pointed out in [20].
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7. Solution of the two-dimensional Schrodinger equation with prescribed boundary
conditions

Equations (6.5), (6.5'), (6.14), (6.14') yield approximate solutions to equations (3.2), (3.2,
with A = 0, and the boundary condition (6.4). This last condition can, however, be replaced by
(6.7), thus leading to solutions regular over the whole domain of variation of the coordinates.
The constants E and A have equally been calculated to first-order, through equations (4.7),
(5.2), (5.5). We now want solutions to the same equations which satisfy prescribed boundary
conditions so as to obtain acceptable eigenfunctions endowed with the required normalization
and symmetry properties, and the related eigenvalues. The solutions to equations (3.2), (3.2)
are, therefore, constructed in the following form

X (tanh f) = X(tanh f) [1 _k/+°° df dx
‘ e tanh f dx P (x)

+00 d RZ
x / d—fdyPk@)(—yz(l -y —a(l - yz)ﬂ (7.1)
x y 2
Y, (tanh g¢) = Y.(tanh lkmnhgd—gdx
k(tanh g) = Y, (tan g)[ - f_] & 0.0)
X d RZ
x/ d—gdka(y)<—y2(1 -y —ad —yz))} (7.1)
—1 ay 2
with (see equations (4.3) and (4.3"))
Po(x) =X (x)? (7.2)
0c(x) = Ye(x)? (7.2")
P(y) = Xk (3) Xe(y) (7.3)
01 (y) = Yi(»)Ye(y) (7.3")

where k and a are parameters to be determined by boundary conditions. By straightforward
differential calculus we obtain

X 1 d’X.
df2

R ) X
X (tanh f) df2 — k= tanh” f(1 — tanh” f) +ak(l — tanh f)} X (tanh f)

2
= [(Ee —k)%tanhzf(l — tanh® f) + 2R tanh f (1 — tanh? f)

+(Ae + ak)(1 — tanh? f):| X (tanh f) (7.4)

szk_[ 1 d*y,

RZ
— k— tanh® g(1 — tanh® g) + ak(1 — tanh® g) | Y;(tanh
42~ | Voanhg) dgz <z @nhs(l —tanh”g) +ak(l —tanh™g) | ¥i(tanh g)

RZ
= [(Ee - k)7 tanh® g(1 — tanh? g) + (A + ak)(1 — tanh? g):| Yy (tanh g).

(7.4

In order to solve equations (7.4), (7.4') the energy variation k, as well as the wavefunctions
Xi(&), Yi(n), is expanded in power series of a parameter p [13]

k= uk® 4+ 2@ 5. (7.5)
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X () = Xe(&) + X" (&) + 12XV (&) + - -- (7.6)

Ye(p) = Ye(n) +p¥ )+ 12Y 2 () + - (7.6)
X (tanh f) and Y.(tanh g) satisfy equations (3.2) and (3.2"), respectively, with parameters
E. and A.; consequently, from (7.4), (7.4) it follows that

d2x(1) R2
d—f’; = |:—k“)7 tanh® f(1 — tanh? f) + ak” (1 — tanh? f)] X.(tanh f)
RZ

+ |:E67 tanh? (1 — tanh® f) + 2R tanh £ (1 — tanh? f)

+ Ac(1 — tanh? f)} X" (tanh f) (7.7)
d2Y(]) R2
d—k2 = |:—k(”7 tanh? g(1 — tanh? g) + akV(1 — tanh? g):| Y.(tanh g)

4

R? 2 2 2 1 /
+ Ee? tanh” g(1 — tanh” g) + A.(1 — tanh® g) | ¥,/ (tanh g) (7.7
with the solutions

+00 d dX +00 d RZ
xV(E) = -k VX (E) L é X é dy P.(y)(1 — y?) <7y2 - a) (7.8)

Td d *d R
Yy ) = kDY) [ 1 £ Qefx) 3 i dyQ.(») (1 — y?) (7y2 - a) . (7.8)

These solutions fit into a theoretical perturbative scheme which leads to the full symmetry-
adapted eigenfunctions. This has been sketched in appendix A.

The boundary conditions can be assigned to every perturbative order as requested by the
problem. Actually, each perturbative equation contains the corresponding coefficient of the
eigenvalue expansion (7.5) at most linearly, so that it can be easily solved as a function of
lower-order coefficients.

On the other hand, if it is required that all the coefficients on the rhs of (7.5) are zero
except for the first, then the iterative solutions of the integral equations (7.1), (7.1’) are obtained
[1, 2, 21]. In this alternative scheme, it is however difficult to impose the desired boundary
conditions in the higher iterative orders.

Here, the first-order equations (7.7), (7.7’) will be solved, which result to be the same in
the two procedures. Then, the required boundary conditions will be imposed on the function
approximating the solution up to first order in u, thus calculating kV. Subsequent orders of
approximation could be added at will by imposing the boundary conditions successively (see
[13]), though separately for each perturbation order.

8. Evaluation of the constants a and k¥ from boundary conditions

8.1. Evaluation of a

We put the upper limit of integration over dx equal to plus infinity in equation (7.8). Any
other choice will not affect the result, since it will merely add a term proportional to X.(§).
Consequently, the integral over dy must also extend to plus infinity, because it must vanish in
this limit for x. Then, the request that X ,E])(l) should be bounded, leads to the following

+00 RZ
/ dyXe(y)? (7y2 — a) =0. 8.1
1
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This condition is necessary, provided that P.(x) does not diverge for x — 1. After
neglecting exponentially small terms in ¢.(y), substitution of X (y), which has been
calculated in section 6 for X.(y), leads to the following equation

/md R+1 : 2 (1+ y)>~ ¥R R 240 0 (8.2)
expqy— - — - —y = =0. .
| Y exp 2R Y R(1+y) Y 2 Y “

By repeated integration by parts, we get
2R2 4 OR2-3R 13R*>—18R+8+2/R—3/R?

— + — 7 1
= BBl o (1)
+ R+1—-1/2R + (R+1—1/2R)?
1
=aV+0(1/R) = §R2+R+1+O(1/R) (8.3)

where terms of order 1/R are neglected, and where the constant ' has been evaluated using
in equation (8.1) the density P/ = x°.

8.2. Evaluation of k")

The evaluation of the ‘rate constant’ (actually multiplied by —1i) is obtained by equation (7.1)
after expansion to first order by requiring the appropriate boundary conditions on the plane
surface defined by the value of the coordinate n = 0. For the antisymmetric state (triplet state
for nuclei) there results, putting u = 1

iy
PO BTy, wesl IR S

N /o (exp((R+l—#)x—ﬁ))(l—x)

dx
1 1 +x

L@ 1=y
where Y. (1) has been approximated by its second-order approximant, given by equation (6.14),
and terms which are O(e~2F) have been neglected in the exponents. The integral over dx in
the rhs of equation (8.4) may be evaluated asymptotically by the method of Laplace [22]. We
define

xfx (exp(‘(R“—ﬁ)y*m%w)) <R72y2_“) (8.4)

. e—2/R(-) 1 xd exp<— (R+1_ﬁ)y+1e<12av>) R
() == _x)/_l v T <7y _a>

0 exp(—(R+1—ﬁ)y+—R127 ) R2
:e‘Z/R/ . ) (_yz_a)

-1 (1—y)? 2

0 exp(— R+1—i)y+%)
+|:e—2/R <_%_2>/ d ( %)Y+ Ry

1 -y

X R4 Ox?) = F(0) + F'(0)x + O(x? 8.5
2y a alx+0x") =FO)+ F(0)x+0(x7). (8.5)

Consequently, by retaining only terms growing exponentially with R

0 1 F(,R F'(0, R
/ dxexp<<R+1——>x)F(x,R)%’ © )1 - © R 3
-1 2R R+1_ﬁ (R+1_ﬁ)
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— _ L 2
+0 L F"(0,R) =e /R fo dyexp( (R+1—5p) v+ R<lfy>>
R3 , 3 —

2 242
x <R2y— = a> Lo v "% ot (8.6)
2 (R+1—35%) (R+1— k)

Now, in the same way the following equation is deduced

o exp(—(R+1—:% +L) 2
fdy p( ( 2R)y R(1-y) <R_y2_a(2)>

-1 (1—y)? 2

= /Od R+1— R+1
=/ dvew 7)Y 1

1 N 1 1 , S
+-|2R°+2R+3+—= |+ 1) +- (R +=-R+3
8 R 8 2

7 1 1
+E+W> (y+1)2+0(y+1)3:|el/R% —exp<R+1+ﬁ)

R+1 R(R+1) R*+3R 1
X I + ’ 2+ ! 3'|‘O F .
A(R+1-55) 4(R+1-4)" 4(R+1—4)

(8.7)
Substituting equation (8.7) into equation (8.6) one now obtains
/Od <<R+1 1) )F( R) R+1 (—3/2R+R+1)
X exp - —)x X, R) = —— —exp(—
= 2R 4(R+1— 2
R 1 2(1+ %)
x|[l+ —————+—+hot||1+—"5F +hot
R+1—-5; R R+1—55
~ R+1 ( 3/2R+R+1)(1+2) (8.8)
~———exp(— — . .
2(R+1—5)° R

Equation (8.8) and the preceding ones allow us to evaluate the energy difference as a
function of boundary conditions. By straightforward computation one obtains

1
kW = 2R exp(3/2R — R — 1) (1 —=F h.o.t.) (8.9)

while the appropriate boundary condition for the wf symmetric under permutation of nuclear
coordinates yields

= et [ e (B (8.10)
- x X)| —=—x"—a .
kD@ T kOO T (150 /4 1 ¢ 2
( o'/ 77)0

which corresponds to the vanishing of the derivative over dn of the wf, in the plane orthogonal
to the axis joining the nuclei, situated at n = 0 (or r; = ;).
From equations (6.14'), (8.4)—(8.7) it follows that

2(L 41 —2/R
ﬁg_:[ 1 1 + (R+ ) 2}62/R+2'675}:{R+1}
‘ Rel= 5 (k1= (RT3

R(R+1) +R2+§R+3+ﬁ+$ exp(R+1+1/2R)
R+1— L (R+1—ﬁ)2 4(R+1-5)

+h.o.t.

(8.11)
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from which the symmetric result to equation (8.9) follows

1
KD _ 9 RedPR-R-1 (1 - +h.o.t.> . (8.12)

9. Conclusions

Our perturbation series, equations (4.3)—(4.5), have been expanded into powers of A, where
each perturbation order has been in turn expanded in powers of 1/R, which grow accordingly
to powers of A (see equation (5.8)). Consequently, each coefficient of the 1/R expansion
is a polynomial in A [20] and, therefore, becomes infinitesimal as R — oco. Even if it is
well known [3-5, 9, 20] that the resulting series in 1/R is an asymptotic expansion when
overlap is neglected, nonetheless it defines the related polarization functions in a unique
way [5, 20]. Having defined the polarization energy from [20], we seek the solution of the
Schrodinger equation corresponding to that value of the energy. This solution, as well as its
logarithm, is supposed to be analytical in A, which is a physical parameter (the nuclear charge).
Then, the different terms of the expansion of the logarithm are given by the solution of the
corresponding perturbation equation. The logarithm of the wavefunction can be represented
by Borel summable series [23], in every open interval between two zeros of the wavefunction.
This series becomes eventually asymptotically divergent outside the radius of convergence
[24] in the complex variable A. However, the expansion is equally valuable for calculation
purposes (see, for instance, equation (3.13) in [25] and [23]).

The novelty of our approach is essentially that, in the preliminary step of the polarization
function calculation, we are free from the constraints of those boundary conditions, which are
introduced in a second step through the second perturbation expansion in powers of the splitting
constants k (see appendices A and B). Since we are essentially calculating a normalized flux
of particles across the boundary, it is evident that the accuracy of our results will rely upon
the precision attained in the natural logarithm of the wavefunction. However, our main scope
here is to show that with the simplest approximation to the polarization function obtainable
through the A-expansion we are able to reach high accuracy in the asymptotic exchange energy
splitting.

Our approximate solution to the Schrodinger equations is similar in form, though not
identical, to the expansion used in [3] for the solution in the intermediate region of the n
variable, but we do not need to match the solution with the nuclear region, where an expansion
in Laguerre polynomials was used by the previous authors [3-5, 26, 27].

Reference [5] reproduces the singular Hamiltonian of [4] (see also [20, 27]) which is
then solved in terms of Whittaker functions, whose argument solves a differential equation
of Riccati-type. The matching condition in the intermediate region between the wells then
necessitates the evaluation of the solutions with high precision, which is not obtainable by the
more commonly used WKB expansion [5].

It is, however, obvious that different types of expansion could be used in the framework
of the present approach to represent the polarization function; however, we have proved
that the most simple procedure that we have adopted is thoroughly sufficient to yield
reliable results, without introducing the more sophisticated methods of calculation, involving
variation of indices of special functions which are needed to fulfil the complete boundary
conditions. In fact, we have calculated exactly, together with the first exponentially decreasing
term, two terms of the related asymptotic series in 1/R and four terms of the separation
constant.
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Appendix A. A system perturbed by boundary conditions

We write equations (3.2), (3.2') in the abbreviated form

d2

|:df2+A (f):|X (tanh f) =0 (A1)
2

|:dd 5+ 8e(g)j| Y.(tanh g) = 0. (A1)

Assuming the ‘potentials’ Ac(f), €.(g) to be varied, it is aimed to find the corresponding
variations of the eigenfunctions according to (7.6), (7.6'). The varied potentials are

Ae(f) = Ae(f) — k—tanhzf(l—tanhzfmAk A (1 — tanh® £) = Ac(f) + 8 (f)

(A2)
R2 2 2 2
ex(g) = €e(g) — k7 tanh” g(1 — tanh” g) + (Ay — Ae)(1 — tanh” g) = e.(g) + &x(g).
(A2)
The analyticity of the ‘potential” in k is postulated so as to obtain
8(f) = 8 () +u87 () +- - (A3)
er(g) = pey(g) + e (g) + - (A3)
and the perturbative equations
r 42
i +A (f)} X" (tanh f) + 8" (f)Xe(tanh f) = 0
r g2
i + A( f):| X (tanh ) + 8" (£)X " (tanh f) + 57 (f) X, (tanh f) = 0 (Ad)
r 12
ot se(g):| Y (tanh g) + &\ (¢)Ye(tanh g) = 0
| dg
r 12
ot se(g):| Y (tanh g) + e" (g)Y" (tanh g) + &> (g) Ye(tanh g) = 0 (A4)
| dg

In order to solve equations (A4), (A4") we observe that the operators in equations (A1),
(A1’) enclosed in square brackets, admit a right inverse in the form used in equations (7.1),
(7.1"). More precisely, we have the result

d2 " /" A
|:df2 + A (f):|X (tanhf)/ W df X (tanh /)T (tanh ") = T (tanh f)

(A5)
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¢
dg"Y.(tanh g")T (tanh g”) = T (tanh g)

d2 § / 1
[— +8e(g)j| Y. (tanh g) [1 98y Ganh g2 /4

dg?
(A5")

for every function 7 in the given intervals. It can, however, be ascertained that the operators
in square brackets do not commute with their right inverse.

Appendix B. Energy difference between two solutions of the Schrodinger operator

Let us proceed now to elucidate the relationship between the values of the energy splittings
referred to different eigenstates of the Hamiltonian operators (3.2), (3.2'). Since the
eigenfunction Y,(n) satisfies equation (3.2), and is regular, it must also be a solution of
the integral equation:

Tde d 1 R?
Yz(ﬁ)=Ye(77)|:1—€/ 8 _H dV(—v2—a)Qe(V)] (B1)

vdu Qe Jo 2
and therefore, in the proximity of n = —1, can be approximated by
Ye(n) =Ye(n) [1 -t fn dg_di " dv <R—2v2 - a) Qe(v):| (B2)
—1dp Qe() J 2
and in the same way
N Tdg du " R?
Yi() = Ye(n) [1 — k=20 /_] wow v (7)2 - a) Qm)] (B3)

where Q(n) is now the density ¥, (1)? associated with the eigenfunction Y, (1). Substituting
now from equation (B2) into (B3) follows:

2
Yk(n)zYe(m[l—Z/n dg _du MdV<R—v2—a>Qe(V)

vdp 0wy Jo 2
Tdg d s R?
k- z)/ e dv <—v2 - a) Qg(v)j| (B4)
1 du Qo) J- 2
where terms which are O(k?, €2, k£) have been neglected. Now g—i = 1—]u2 , therefore
Yi(=1) =Y (=1) (B5)

dy, dy. 1 (R?
=) =(=2) k5 (= —a)r-D. (BS)
dn /) _, dn /) _, 2\ 2
Now Yi(n) can also be obtained from equations (B1), (B2) by putting ¢ = k, and the
values of the function and its first derivative are coincident with equations (B5), (BY');
therefore, equation (B3) is the same as equation (7.1"). There follows that the expression of k
obtained by imposing the suitable boundary conditions on (7.1’) is the same as that obtained by
equation (B3).
From equation (B2) the following expression for the energy difference £ between two
solutions of equation (3.2") results, to first order:
Y0 _ 1
_e(l) — Y (0) (B6)
0 dg d 2
o™ JOdv (RTVZ - a) 0c(v)
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so that it follows:

L (Ye(0) ) .
L e ) - ~ k0O (4D 0y — y®
£ =k (Ye(O) 1) k (InY;(0) — InY.(0)) = ik (W 0) — ! (0)),

(B6')

Taking now as Y, and Y, two approximate regular solutions corresponding to the values
of the constant BV given by equations (6.7) and (6.4), respectively, with the normalization
condition (B3) (for k = £), there follows that £V = k() x O(eF).
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